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Abstract

Students’ evaluations of teacher performance (SETs) are increasingly used by universities. However, SETs are controversial mainly due to two issues: (1) teachers value various aspects of excellent teaching differently, and (2) SETs should not be determined on exogenous influences. Therefore, this paper constructs SETs using a tailored version of the non-parametric Data Envelopment Analysis approach. In particular, we account for different values and interpretations that teachers attach to ‘good teaching’. Moreover, we reduce the impact of measurement errors and a-typical observations, and account explicitly for heterogeneous background characteristics arising from teacher, student and course characteristics.
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1. Introduction

Students’ evaluations of teaching (SETs hereafter) are increasingly used in higher education to evaluate teaching performance. Yet, for all their use, SETs continue to be a controversial topic with teachers, practitioners, and researchers sharing the concern that SET scores tend to be ‘unfair’ as they fail to properly account for the impact of factors outside the teacher’s control. The reason for this concern is twofold. On the one hand, there are the numerous findings in the academic literature which suggest that one or more background conditions (e.g., class size, teacher gender, teacher experience, course grades, timing of the course) may have a significant influence on SET scores (see, for instance, Birnbaum, 1977; Cashin, 1995; Centra and Gaubatz, 2000; d’Appollonia and Abrami, 1997; Feldman, 1997; Marsh, 1980, 1983, 1984, 1987, 2007; Marsh and Roche, 1997, 2000; Smith and Kinney, 1992). On the other hand, there is the practical experience from teachers themselves which indicates that some teaching environments are more constructive to high-quality teaching (and, hence, high SET scores) while other environments make such a level of teaching less evident. This potential ‘unfairness’ in mind, several researchers have argued for a cautious interpretation of SET scores. Baldwin and Blattner (2003) and Abrami and d’Apollonia (1999), for instance, recommended to base an analysis of teacher performance not solely on SET scores (or rankings). In their opinion, SETs should be complemented with the findings from other evaluation instruments (such as peer evaluations, class-room visitations). Somewhat surprisingly, only few researchers have argued in favour of actually adjusting SET scores for background variables (e.g., Wright et al., 1984; Greenwald and Gilmore, 1997; Emery et al., 2003; Davies et al., 2007; Liaw and Goh, 2003). Emery et al. (2003, p. 44), for instance, note that “Any system of faculty evaluation needs to be concerned about fairness, which often translates into a concern about comparability. Using the same evaluation system [without properly accounting for the differences in teaching conditions] for everyone almost guarantees that it will be unfair to everyone”. Stated differently, unadjusted SET scores are potentially flawed and, therefore, unreliable as a measure of teacher performance.
Typically, proposed correction procedures consist out of three stages. In a first step, SET scores are computed without controlling for the influence of background variables. There are several ways to derive such uncontrolled SET scores from questionnaire data. One possibility is to compute an arithmetic mean of the ratings on the questionnaire items. A somewhat similar approach consists of summing the ratings and expressing them as a percentage to the maximal attainable overall rating (e.g., Liaw and Goh, 2003). A third way is asking students to rate the overall performance of the teacher on one single scale (e.g., Ellis et al. 2003 and Davies et al. 2007).

In a second phase, the impact (both in terms of size and direction) of one or more background characteristics on the SET scores is determined. Again, several approaches are possible: a correlation analysis, a (multivariate) analysis of variance, a (multiple) regression analysis, or a multilevel modeling approach. The approach most frequently used is the multiple regression analysis where the SET score are regressed on several background characteristics (e.g., Liaw and Goh, 2003; Ellis et al., 2003).

In a third and final step, the SET scores are adjusted for these influences. Generally, this involves developing a simple statistical procedure to correct initial scores for the unfairness associated with background variables. For instance, in an evaluation of 165 behavioral and social sciences courses lectured at Minot State University between 1997 and 1998, Ellis et al. (2003) found a significant and positive correlation between SET scores and mean student grades. To adjust the scores for this influence, the researchers developed the following formula: \( \text{Adjusted Rating} = \bar{y} + (y - \tilde{y}) \) with \( \bar{y} \) the average rating given to all courses in the sample, \( y \) the original unadjusted rating, and \( \tilde{y} \) the average rating for teachers with the same average course grade. A somewhat similar procedure was followed by Liaw and Goh (2003) and Davies et al. (2007). It is important to note that a correction of SET scores for the influences of background characteristics is rather an exception than the rule. Most studies only examine the impact of background variables (i.e., step 1 and 2). As these papers may be useful to position our results, we outline a summary of their results below in Table 1. In line with the literature, we classify background variables under three headings: instructor characteristics (e.g., teacher age,
experience, gender, doctoral degree, pedagogical training), student characteristics (e.g., (mean) student grades, the heterogeneity of the students, questionnaire response rate), and course characteristics (e.g., class size, the timing of the course). In short, results are rather mixed. The size and direction of the associations seem to be dependent on the circumstances, the content, the specificities of the considered teaching evaluation instrument, and the methodology used to examine the relationships (e.g., multilevel modeling versus regression analysis).

We believe that there are two issues why three-step procedures should be approached with caution. A first issue arises from the computation of the SET scores in the first step. In particular, it is common practice to calculate scores as an arithmetic mean or as a sum of the ratings on questionnaire items (eventually expressed as a percentage to the maximal attainable overall rating). Essentially, this implies that all teaching aspects are assumed to be of equal importance. Whether such equal weights (and, in general, any set of fixed weights) are appropriate is questionable. Indeed, there are some indications suggesting that equality of weights across teaching aspects and/or over teachers is undesirably restrictive (e.g., Pritchard et al., 1998, p.32),
Table 1: Correlations between background characteristics and SET scores

<table>
<thead>
<tr>
<th>Teacher-related characteristics</th>
<th>Significant correlation</th>
<th>Insignificant correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pedagogical training</td>
<td><em>Positive:</em> Wagenaar (1995), Nasser et al. (2006),</td>
<td></td>
</tr>
<tr>
<td>Teacher Rank</td>
<td><em>Full-time teachers with lower SETs:</em> Aigner et al. (1986)</td>
<td>Cranton et al. (1986), Delaney (1976), Chang (2000), Steiner et al. (2006), and Willet (1980)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Student-related characteristics</th>
<th>Significant correlation</th>
<th>Insignificant correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Student heterogeneity</td>
<td><em>Negative:</em> Dreeben et al. (1988), Ting (2000), and Perry (1997)</td>
<td></td>
</tr>
<tr>
<td>Questionnaire response rates</td>
<td><em>Positive:</em> Koh et al. (1997)</td>
<td>Isely et al. (2005)</td>
</tr>
<tr>
<td></td>
<td><em>Negative:</em> McPherson (2006)</td>
<td></td>
</tr>
</tbody>
</table>
Table 1 (continued)

<table>
<thead>
<tr>
<th>Course-related characteristics</th>
<th>Significant correlation</th>
<th>Insignificant correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class size</td>
<td>Negative: Liaw et al. (2003), Koh et al. (1997), Baek et al. (2008), Langbein (1994), d’Apollonia et al. (1996), Decanio (1986); Nonlinear: Chau (1997), and Marsh et al. (1997)</td>
<td>Feldman (1984), and Marsh et al. (1997)</td>
</tr>
<tr>
<td>Time of day</td>
<td>Lower SETs in afternoon or evening: DeBerg et al. (1990), Badri et al. (2006), Hanna et al. (1983); Higher SETs in afternoon or evening: Isely et al. (2005), Cranton et al. (1986)</td>
<td>Steiner et al. (2006), Koh et al. (1997), Liaw et al. (1997), and Husbands et al. (1993)</td>
</tr>
</tbody>
</table>

As an illustration of the latter, teachers value teaching aspects differently in the definition (and, thus, the evaluation) of excellent teaching. These differences could be expected given the different personalities and abilities of teachers. Hence, using fixed weights in the build-up of SET scores may be somewhat counterintuitive. Moreover, in the absence of a consensus on how teaching aspects exactly interrelate, any choice of fixed weights will be subjective to some extent. The use of fixed weights can also introduce unfairness in teacher evaluations. Indeed, fixed weights may favour teachers who perform well on aspects that receive high weights, while disfavouring teachers who excel on aspects with low assigned weights. Unsurprisingly, disillusioned teachers will invoke this unfairness and the subjectivity in weight choice to undermine the credibility of the SET scores. Last but not least, teachers only get limited information out of such an arithmetic average, the essential reason being that it is not at all clear what scores precisely imply. Only when constructed and interpreted in a relative perspective to the performances of colleagues are SET scores meaningful.

A second issue which questions the accuracy of a three-step procedure is related to the implicit separability assumption. In particular, it is implicitly assumed that there is no direct link between

---

2 Illustrative are the strong inter-individual disagreements often observed in the opinion of teachers on the appropriate weights. Only rarely do teachers assign similar (fixed or equal) weights.
the set of attainable SET scores and the teaching environment (as measured by background variables related to the teacher, the students and the course). Specifically, the construction of SET scores and the study of the impact of background characteristics occur in two separate analyses. This separability condition is problematic as both research evidence (Cashin, 1995; d’Appollonia and Abrami, 1997; Feldman, 1997; Marsh, 1984, 1987, 2007; Marsh and Roche, 2000; etc.) and practical experience suggest a significant direct influence of the pedagogical conditions on teaching. It is therefore crucial to the accurateness and credibility of SET scores to consider the teaching environment straightforwardly in the computation of SET scores.

The current paper contributes to the literature in that it clearly deviates from the current methodologies to (1) construct, (2) adjust and (3) analyze SET scores. Firstly, consider the construction of SET scores. In contrast to the traditional three-step approaches, we propose a specially tailored version of the Data Envelopment Analysis methodology (DEA). The DEA model has been developed by Charnes et al. (1978) as a non-parametric (i.e., it does not assume any a priori assumption on the production frontier) technique to estimate efficiency of observations. In the current paper, we do not apply the original DEA model, but rather an alternative approach which originates from DEA. This so-called ‘benefit of the doubt’ (BoD) model exploits the characteristic of DEA that it, thanks to its linear programming formulation, allows for an endogenous weighting of multiple outputs/achievements (Melyn and Moesen, 1991). We design the BoD model such that it allows for measurement errors which arrive from the survey data. In particular, we apply insights from the robust order-\(m\) efficiency scores of Cazals et al. (2002) to our specific BoD setting. As such, the BoD model has three major advantages. Firstly, for each teacher performance under evaluation, the weights on the questionnaire items are chosen in a relative perspective such that the highest possible SET score is realized. Therefore, teachers with one or more low SET scores can no longer blame these poor evaluations to unfair weights. Secondly, the BoD model is flexible to incorporate stakeholder opinion (e.g., teachers, students, experts) in the construction of the SET scores. Among others, Pritchard et al. (1998) strongly argued in favour of developing an evaluation system with such
significant and meaningful stakeholder (particularly the teachers) participation. In their opinion, such involvement is a necessary condition for the credibility and acceptance of the evaluation results. Thirdly, the robust specification of the BoD model allows us to account for outlying and wrongly measured questionnaire values.

As a second contribution, we allow for environment adjusted SET scores without assuming a separability between the teacher’s performance and the exogenous influences. To do so, we further extent the robust (i.e., the adaption of Cazals et al. (2002) to allow for measurement errors) BoD model of Melyn and Moesen (1991) to the conditional efficiency estimates of Daraio and Simar (2005, 2007a, 2007b). The latter non-parametric technique allows us to include teacher, student and course related influences immediately in the efficiency scores. This avoids the limitations of the previously described three-step procedure.

A final contribution is situated at the analysis level of the efficiency scores. By applying the bootstrap based $p$-values of De Witte and Kortelainen (2008), we can examine non-parametrically the direction of the influence of exogenous variables on the SETs. This is particularly convenient because it allows us to interpret the factors which create low or high SET scores.

To illustrate the practical usefulness of the approach, we apply the model on a dataset collected at the Hogeschool Universiteit Brussel (Belgium) in the academic year 2006-2007. This rich set comprises data on 16 questionnaire items (measuring several aspects of teacher performance) and 11 background variables (i.e., teacher age, teacher experience, teacher gender, tenure status, pedagogical training, doctoral degree, mean class grade, student inequality, questionnaire response rate, class size, and timing of the course). The results reveal the importance of incorporating exogenous characteristics.

The remainder of the paper is organized as follows. Section 2 describes the data. In the third section we present basic DEA model as well as its robust and conditional extension. We outline how to enforce a selection of appropriate aggregation weights for teaching aspects, to enhance the robustness of SET scores, and to account for background characteristics. Section 4 reports the
results. In the final section, we offer some concluding remarks and some avenues for further research.

2. The data

We estimate teacher performance as measured by the performance of a teacher on a specific course. In particular, we explore a detailed sample on 112 college courses \( c = 1, \ldots, 112 \) taught by 69 different teachers. Teachers who lecture several courses will therefore have for several teacher performance scores (SET-scores), i.e. one for each evaluated course.\(^3\) These courses were taught in the Commercial Sciences and Commercial Engineering programs at the University College Brussels (HUB; a college in Belgium) in the first and second semester of the academic year 2006-2007.\(^4\) During the last two weeks of these semesters 5,513 students were questioned. The questionnaire comprised 16 statements to evaluate the multiple aspects of teacher performance. Students were asked to rate the lecturers on all items on a five-point Likert scale that corresponds to a coding rule ranging from 1 (I completely disagree) to 5 (I completely agree). To facilitate the students’ understanding of the questions, statements focussing on similar aspects of the teaching activity were grouped into key dimensions: ‘Learning & Value’, ‘Examinations & Assignments’, ‘Lecture Organization’, and ‘Individual Lecturer Report’ (For a detailed description of the HUB-questionnaire, see Rogge, 2009). The development of the questionnaire as well as the categorization of the items into these key dimensions was largely based on a study of the content of effective teaching, the specific intentions of the evaluation instrument, and reviews of previous research and feedback.\(^5\)

\(^3\) Because the unit of observation is the course, characteristics specific to the individual student (e.g., gender, years in college) cannot be included in the analysis.

\(^4\) At HUB, SETs are collected to provide feedback to teachers for improving teaching performance and a measure of teaching quality for personnel decisions.

\(^5\) Based on a literature review, Marsh and Dunkin (1992, p. 146) conclude that this approach is more commonly used rather than statistical techniques such as factor analysis or multitrait-multimethod analysis.
For each course $c$ ($c=1, \ldots, 112$) we calculate an average student rating $y_{c,i}$ for each questionnaire item $i$ ($i=1, \ldots, 16$):

$$y_{c,i} = \frac{1}{S} \sum_{s \in \text{course } j} y_{c,i,s}$$

where $y_{c,i,s}$ denotes the appreciation on question $i$ of student $s$ for the teacher who is lecturing course $c$. All $S$ students registered for course $c$ (i.e., $s \in \text{course } c$) and present at the moment of the questionnaire are considered in the computation of the class mean rating.\(^6\)

To examine the effects (both in terms of direction and significance) of background characteristics on SET scores, the questionnaire data are supplemented with administrative data on several characteristics related to the teacher, the group of students and the course. Except for the age of the teacher, all other teacher-related characteristics (the teacher gender, whether or not the teacher has less than 2 years of experience, whether or not he/she is a guest lecturer, whether or not the teacher received pedagogical training in the past, and whether or not he/she has a doctoral degree) are dummy variables. A dummy variable of 1 stands for, respectively, a female teacher, a new teacher with less than two years of experience, a guest lecturer, received already pedagogical training, and has a doctoral degree.\(^7\)

Further, we include three background characteristics related to the students: the actual mean grade of the students in the class, the inequality of the distribution of the student grades (as measured by the Gini coefficient which can vary between 0 and 1, with a Gini coefficient of 0 indicating a perfectly equal distribution and a Gini of 1 designating the exact opposite), and the response rate

\(^6\) Note that the number of students participating in the teacher evaluation, $S$, can be lower than the official class size as students can be absent during the administration of the questionnaires.

\(^7\) Accounting for teacher characteristics is meaningful as students may have structural preferences on gender or guest lecturers. Moreover, in this particular application, accounting for a doctoral degree is necessary as this is only a recent requirement for HUB teachers (although also before teachers with PhD where hired).
to the questionnaire. The latter captures the ratio of the number of people who answered the teacher evaluation questionnaire (i.e., $S$) to the (official) class size.

Finally, two characteristics related to the course are included in the analysis: the class size and a dummy indicating whether the course is lectured in the evening. Summary statistics for the data on background characteristics are presented in Table 2.

<table>
<thead>
<tr>
<th>Teacher characteristics</th>
<th>Mean</th>
<th>Stdev</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (Dummy: 1: Female, 0: Male)</td>
<td>0 (86)</td>
<td>1 (26)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>46.143</td>
<td>9.374</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experience &lt; 2 years (Dummy: 1: Yes, 0: No)</td>
<td>0 (89)</td>
<td>1 (23)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guest lecturer (Dummy: 1: Yes, 0: No)</td>
<td>0 (84)</td>
<td>1 (28)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pedagogical Training (Dummy: 1: Yes, 0: No)</td>
<td>0 (81)</td>
<td>1 (31)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Doctoral degree (Dummy: 1: Yes, 0: No)</td>
<td>0 (60)</td>
<td>1 (52)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Student characteristics</th>
<th>Mean</th>
<th>Stdev</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean class grade (score from 0 to 20)</td>
<td>13.182</td>
<td>1.292</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inequality in grade distribution (Gini coefficient)</td>
<td>0.099</td>
<td>0.040</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Response rate (%)</td>
<td>61.82%</td>
<td>21.29%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Course characteristics</th>
<th>Mean</th>
<th>Stdev</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class size</td>
<td>49.223</td>
<td>45.010</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evening course (Dummy: 1: Yes, 0: No)</td>
<td>0 (90)</td>
<td>1 (22)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As Table 2 indicates, 86 on a total of 112 courses were lectured by males; the age of the teachers varied between 27 years and 62 years; roughly 1 out of 5 courses were lectured by teachers having less than 2 years of teaching experience; 28 of the 112 evaluated courses were taught by guest lecturers; respectively 31 and 52 courses were instructed by teachers who received pedagogical training in the past and by teachers who have a doctoral degree. Note that there is a relatively large proportion of courses lectured by teachers without a doctoral degree as this is only a recent requirement to teach at HUB (although, also before PhD were teaching courses). As for
the student characteristics, the mean class grade was about 13.82. The average inequality in the
distribution of student grades as measured by a Gini coefficient was 0.099 with standard
development of 0.040. This indicates that, on average, students' grades seem to be distributed rather
equal. Nevertheless, as indicated by the maximum observed Gini coefficient of 0.306, there were
notable exceptions to this general pattern. The average response rate was roughly 62\%, with 80
out of 112 lectures having a response rate of more than 50\%. As we do not observe a systematic
pattern in students who did not respond, we conclude that our sample is unbiased. As for the
course-related characteristics, class size ranged from 2 to 222 students with a mean of
approximately 49 students.\(^8\) 22 courses were lectured during the evening.

3. Methodology

3.1 The Benefit of the Doubt model

To estimate SET, we use a non-parametric model which is rooted in Data Envelopment Analysis
(DEA), an efficiency measurement technique originally developed by Farrell (1957) and put into
practice by Charnes et al. (1978). In essence, DEA is a linear programming tool for evaluating the
relative efficiency of a set of similar entities (e.g., firms, individuals) given observations on
(possibly multiple) inputs and outputs and, often, no reliable information on prices. DEA does not
require any \textit{a priori} knowledge on the `functional form’ of the production or cost function.

Before introducing the model into dept, notice that the conceptual problem of DEA is similar to
the SET problem. Similar as in DEA, we have to construct SET scores based on a large array of
single-dimensional performance indicators \(i\) (with \(i = 1, \ldots, q\)). Similarly, we have \textit{a priori} no
precise understanding on the exact importance of each of these indicators. In fact, in comparison
to DEA, the only difference is that the construction of SET scores only requires a look at the
achievements (thus, considering the outputs without explicitly taking into account the input

\(^8\) One could argue for ignoring courses with a class size lower than 10 or 15 students (i.e., Feldman, 1977
and Hobson and Talbot, 2001). However, our computations revealed that the impact of such courses on the
results is only marginal.
dimension). Formally, in the DEA setting, all evaluated entities are assumed to have a ‘dummy input’ equal to one. This concept was first developed by Melyn and Moesen (1991). They labelled the resulting model ‘Benefit of the Doubt’ (BoD), a label that originates from one of the remarkable features of DEA: the use of an endogenous weight selection procedure in the aggregation (Cherchye et al., 2007).

The main conceptual starting point of BoD estimators (and, thus, from DEA where they are rooted in), is that information on the appropriate weights can be retrieved from the observed data themselves (i.e., letting the data speak for themselves). In particular, the basic idea is to put, for each questionnaire item $i$, the performance of a teacher on his/her course $y_{c,i}$ in a relative perspective to the other teacher/course performances $y_{j,i}$ (where $y_{j,i}$ denotes the performance on the questionnaire item $i$ in all courses $j (j = 1,..., c,...,n)$ in the reference set $Y$). A good relative performance of the evaluated teacher on a specific questionnaire item $i$ indicates that this teacher considers this aspect as relatively important. Accordingly, this aspect should weight more heavily in the teacher’s performance evaluation. As a result, a high weight is assigned. The opposite reasoning holds for the teaching aspects on which a teacher performs weakly compared to the other colleagues in the comparison set. In other words, for each teacher separately, BoD (and thus also DEA) looks for the weights that maximize the impact of the teacher’s relative strengths and minimize the influence of the relative weaknesses. As a result, BoD-weights $w_{c,i}$ are optimal in the sense that they are chosen in such a way as to maximize the teacher’s SET score $SET, (y)$. This can be formally translated in the linear programming set-up (Cherchye et al., 2007):

---

9 The intuitive interpretation (see, amongst others, Lovell et al., 1995 and Cook, 2004) for this focus may be obtained by simply looking upon this specific version of the DEA-model as a tool for summarizing performances on the several components of the evaluated phenomenon, without explicit reference to the inputs that are used for achieving such performances.

10 For completeness, we mention that BoD alternatively allows for a ‘worst-case’ perspective in which entities receive their worst set of weights, hence, high (low) weights on performance indicators on which they perform relative weak (strong) (Zhou et al., 2007).
\[
SET_c(y) = \max_{n,i} \sum_{j=1}^q w_{c,j} y_{c,j} \quad (2)
\]
\[
st. \\
\sum_{j=1}^q w_{c,j} y_{j,i} \leq 1 \quad j = 1, \ldots, c, \ldots, n \quad (\forall n \in \Psi) \quad (2a) \\
w_{c,j} \geq 0 \quad i = 1, \ldots, q \quad (2b) \\
w_{c,j} \in W_e \quad i = 1, \ldots, q \text{ and } e \in E. \quad (2c)
\]

Thus, in the absence of any detailed information on the ‘true’ weights, BoD assumes that representative weights can be inferred from looking at the relative strengths and weaknesses. This indeed means that the each teacher is granted the benefit-of-the-doubt when it comes to assigning weights in the build-up of his/her \( SET_c(y) \)’s (i.e., one for each evaluated course).

Note that in this BoD model, teachers are granted considerable leeway in the definition of their most favourable weights \( w_{c,j} \). In fact, optimal weights only need to satisfy two minor constraints: the normalization constraint \( (2a) \) and the non-negativity constraint \( (2b) \). The first restriction imposes that no other teacher performance present in the sample \( \Psi \) can have a SET score higher than unity when applying the optimal weights \( w_{c,j} \) of the teacher performance under evaluation. The second constraint states that weights should be non-negative. Hence, \( SET_c(y) \) is a non-decreasing function of the performances on the several statements \( i \) (with \( i = 1, \ldots, q \)). Apart from these restrictions, the formal model \( (2) \) allows weights to be freely estimated in order to maximize \( SET_c(y) \). This large freedom in weight choice can be seen as an advantage as it enables teachers to put themselves in the best possible light relative to their colleagues. Disillusioned teachers can no longer blame a low SET score to a harmful or unfair weighting.

---

11 This BoD model is first applied on the level of the four key dimensions before aggregating the four resulting dimension scores into an overall SET score.

12 This adjusted model is formally tantamount to the original input-oriented CCR-DEA model of Charnes et al. (1978), with all questionnaire items considered as outputs and a dummy input equal to one for all observations.
scheme. Any other weighting scheme than the one specified by the BoD model would worsen the SET score.

However, this flexibility also carries some potential disadvantages as it may allow a teacher to appear as a brilliant performer in a manner that is hard to justify. For instance, there is nothing that keeps BoD from assigning zero or quasi-zero weights to components of teaching (i.e., questionnaire items $i$) on which the teacher performs poorly compared to the colleagues, thereby neglecting those aspects in his or her assessment. For example, in an extreme scenario, all the relative weight could be assigned to a few questionnaire items, which would then completely determine the SET score. Further, there is the potential problem that the BoD model may select weights that contradict prior stakeholder views (e.g., students, teachers, pedagogic experts, faculty board). To avoid such problematic weight scenarios (zero or unrealistic weights), frequently, additional weight restrictions are introduced in the basis model to enforce the installation of proper weights. Formally, the constraint (2c) is added with $W$ denoting the set of permissible weight values defined based upon the opinion of selected stakeholders $e \in E$. In our application, we used a Budget Allocation Method to collect both student and teacher opinions on the appropriate weights.\textsuperscript{13,14} Based on their specified weights, we defined weight restrictions applying to both the questionnaire items as well as the key dimensions.\textsuperscript{15}

From restriction (2a), we can deduce that, for all evaluated teacher performances $SET_c$ ($c=1, \ldots, n$), $SET_c(y)$ will lie between 0 and 1 with higher values indicating a better relative teaching performance. In fact, this constraint highlights the relative perspective (i.e., benchmarking idea) of BoD: the most favourable weights for the evaluated teacher performance

\textsuperscript{13} In practice, both a group of students and teachers were contacted and requested to share their perceptions on the importance of the different dimensions and items included in the questionnaire.

\textsuperscript{14} The individual stakeholder opinions, as collected by a Budget Allocation Method, as well as a detailed description of the weight restrictions are available from the authors upon request. The Budget Allocation Method is a participatory method in which stakeholders have to distribute 100 points over the items allocating more to what they regard to be the more important items.

\textsuperscript{15} See Rogge (2009) for a comprehensive discussion of the stakeholder opinions and the weight restrictions.
$w_{c,i}$ are always applied to all $n$ performances in the comparison set $\gamma$. One is in that way effectively looking which of the teacher performances in this sample are worse, similar or better. If $SET_c(y) < 1$, this indicates that the teacher could perform better on course $c$. Indeed, there are other teachers in the sample $\gamma$ who realize higher SET scores even when applying the evaluated teacher’s most favourable weights $w_{c,i}$ (i.e., weights which are less favourable than their own optimal BoD weights). In this situation, a strong case can be made for the notion that this teacher performance on course $c$ is of ‘lower quality’. Only if $SET_c(y) = 1$, the teacher lectures the course, relative to the other evaluated courses, in the best way (i.e., he/she acts as his/her own benchmark). That is, he/she is not outperformed by other observations $j$ ($j = 1, \ldots, c, \ldots, n$) when applying his/her best possible weights $w_{c,i}$.

### 3.2 The robust BoD model

The original BoD model of Melyn and Moesen (1991) is deterministic in the sense that it does not allow for outlying observations (e.g., arising from measurement errors). The latter observations could heavily disturb the evaluation scores. By adapting the BoD model to the robust evaluation scores (also known as order-$m$) of Cazals et al. (2002) we allow for measurement errors.

Basically, the order-$m$ approach reduces the impact of measurement errors by drawing repeatedly (i.e., $B$ times) and with replacement $m$ observations from the original sample of $n$ (=112 in the current application) observations.\footnote{As outlined in Cazals et al. (2002), we draw in an output-oriented model only from those observations which use fewer inputs $X$ than the evaluated observation $x_{c,i}$ (i.e., observations for which yield that $x_{c,i} \geq X$). As our setting does not observe inputs, this requirement drops.} We label this smaller reference set as $\gamma^{b:m}$ (with $b=1, \ldots, B$).

For each of the $B$ draws, the BoD-based SET scores are computed relative to this subsample of size $m$: 

---

\footnote{As outlined in Cazals et al. (2002), we draw in an output-oriented model only from those observations which use fewer inputs $X$ than the evaluated observation $x_{c,i}$ (i.e., observations for which yield that $x_{c,i} \geq X$). As our setting does not observe inputs, this requirement drops.}
Having obtained the $B$ SET-scores, we compute the outlier-robust BoD estimate of SET as the arithmetic average of the $B$ $SET_{c,m}^{b,m}(y)$ draws:

$$ SET_{c,m}^{m}(y) = \frac{1}{B} \sum_{b=1}^{B} SET_{c,m}^{b,m}(y) $$

(4)

In contrast to the traditional BoD $SET_{c}(y)$ scores, the robust $SET_{c,m}^{m}(y)$ scores can be larger than unity. Indeed, thanks to drawing a subsample of $m$ observations with replacement from the full sample, the evaluated observation $c$ will not always be part of the reference sample $\Gamma^{b,m}$. As such, super-efficient (i.e., observations with a $SET_{c,m}^{m}(y)$ score higher than 1) could arise. The super-efficient $SET_{c,m}^{m}(y)$ score is interpreted as a teacher who is doing better than the average $m$ other teachers in its reference sample.

Following Daraio and Simar (2005, 2007a, 2007b), we estimate the value of $m$ as the level for which the percentage of super-efficient observations decreases only marginally. Indeed, if $m$ is small the probability of drawing the evaluated observation is rather low, and consequently, we will observe more super-efficient observations. If $m \to \infty$, the robust score converges to the traditional BoD score (i.e., $SET_{c,m}^{m}(y) \to SET_{c}(y)$). In our application, we selected $m=50$.

Jeong et al. (2008) show that the order-$m$ estimates have attractive properties in that they are consistent and have a fast rate of convergence. Although these attractive properties were derived for the original DEA model, the extension to the BoD approach is rather straightforward.
3.3 The robust and conditional BoD model

As already indicated by Cazals et al. (2002), and as developed by Daraio and Simar (2005, 2007a, 2007b) for continuous variables and by De Witte and Kortelainen (2008) for mixed (i.e., both discrete and continuous) variables, the order-$m$ scores can be easily adapted to incorporate the exogenous environment (represented by \( R \) background characteristics \( z_1, \ldots, z_R \)). Whereas the robust order-$m$ BoD estimates \( SET_c^m(y) \) are obtained by drawing at random and with replacement \( m \) observations, the conditional order-$m$ BoD estimates are obtained by drawing with replacement but with a particular probability the \( m \) observations (i.e. from those observations for which yield \( z_{c,r} \approx Z \)). In particular, we draw the reference group \( \Upsilon^{m,z} \) from those observations which have the highest probability of being similar to the evaluated observation (similar in terms of the teaching environment in which the evaluated course was lectured). The latter condition corresponds to conditioning on the exogenous characteristics \( z_{c,r} \) (i.e., the teacher-related, student-related and course-related background characteristics as discussed in Table 2). To do so, we smooth the exogenous characteristic \( Z \) by estimating a kernel function around \( z_{c,r} \). Similar as before, we estimate the BoD model with respect to the adapted reference set \( \Upsilon^{m,z} \). The obtained estimates, labeled as \( SET_c^m(y|z) \), are robust to outlying observations (e.g., arising from measurement errors) and include in one step the heterogeneity \( Z \) arising from teacher, student and course characteristics.

3.4 Statistical inference

As a major advantage, the conditional order-$m$ BoD estimates \( SET_c^m(y|z) \) allow us to examine the direction of the effect on SET of the exogenous characteristics. In particular, the ratio of the conditional [i.e., accounted for heterogeneity; \( SET_c^m(y|z) \)] to the unconditional [i.e., without

\[\text{Remark that one should use the appropriate kernel for, respectively, discrete and continuous variables (De Witte and Kortelainen, 2008).}\]
accounting for the environment; $\text{SET}_c^m(y)$] order-$m$ estimates can be regressed on the conditioning factor $Z$ (Daraio and Simar, 2005, 2007a, 2007b). Besides a visualisation (which we do not present here), a non-parametric bootstrap procedure can be applied to obtain statistical inference on the direction of the effect. Inspired on the Daraio and Simar (2005) framework, we use a non-parametric bootstrap to examine the effect of $Z$ on the ratio $\text{SET}_c^m(y | z) / \text{SET}_c^m(y)$ (see Li and Racine (2007) for the bootstrap procedure). De Witte and Kortelainen (2008) showed by simulation that this approach enables one to estimate standard errors and $p$-values of the significance of the influence of $Z$. Thanks to this statistical inference, we can explore which teacher, student and course related variables have a significant impact on the BoD estimates.

4. Results

Before estimating the robust and conditional BoD model, we examine the traditional unconditional BoD model $\text{SET}_c(y)$ (this corresponds to the model in Subsection 3.1). The results, presented in Table 3, reveal that the average BoD score is rather high. The average unconditional SET-score of 0.83 indicates that, if all teachers would perform on the four underlying dimensions as well as the best performing teacher, they could, on average, increase their SET scores by 17%. Without accounting for exogenous characteristics, there is only one course evaluated as outstanding in all four key dimensions. As such, the overall teacher performance on this course is evaluated excellent (hence, receiving the maximal $\text{SET}_c(y)$ score equal to 1).

On the level of the key dimensions, performances are, on the average, higher on the dimensions ‘Lecture Organization’ and ‘Individual Lecturer Characteristics’. Generally speaking, students perceive the requirements and agreements concerning the exam evaluation as insufficient clear (i.e., dimension ‘Examinations & Assignments’ obtains the lowest average performances). Both patterns are also observed in the other conditional BoD models.
Table 3: BoD estimates for three model specifications

<table>
<thead>
<tr>
<th>Dimension 1</th>
<th>Dimension 2</th>
<th>Dimension 3</th>
<th>Dimension 4</th>
<th>Aggregate BoD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning and value</td>
<td>Examinations and Assignments</td>
<td>Lecture organization</td>
<td>Individual Lecturer report</td>
<td></td>
</tr>
<tr>
<td>Unconditional BoD model</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>0.79443</td>
<td>0.76371</td>
<td>0.82782</td>
<td>0.83868</td>
</tr>
<tr>
<td>St. Dev.</td>
<td>0.11985</td>
<td>0.12301</td>
<td>0.09214</td>
<td>0.08122</td>
</tr>
<tr>
<td>Min.</td>
<td>0.33605</td>
<td>0.35065</td>
<td>0.49471</td>
<td>0.54069</td>
</tr>
<tr>
<td>Max.</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
</tr>
<tr>
<td>Conditional BoD model 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>0.80968</td>
<td>0.78222</td>
<td>0.85217</td>
<td>0.85474</td>
</tr>
<tr>
<td>St. Dev.</td>
<td>0.12166</td>
<td>0.12507</td>
<td>0.09563</td>
<td>0.10437</td>
</tr>
<tr>
<td>Min.</td>
<td>0.37430</td>
<td>0.35961</td>
<td>0.51006</td>
<td>0.49847</td>
</tr>
<tr>
<td>Max.</td>
<td>1.01817</td>
<td>1.00904</td>
<td>1.02788</td>
<td>1.00949</td>
</tr>
<tr>
<td>Conditional BoD model 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>0.81026</td>
<td>0.77947</td>
<td>0.85079</td>
<td>0.84691</td>
</tr>
<tr>
<td>St. Dev.</td>
<td>0.12030</td>
<td>0.12460</td>
<td>0.09393</td>
<td>0.10343</td>
</tr>
<tr>
<td>Min.</td>
<td>0.37287</td>
<td>0.35712</td>
<td>0.50399</td>
<td>0.49289</td>
</tr>
<tr>
<td>Max.</td>
<td>1.01186</td>
<td>1.01234</td>
<td>1.01540</td>
<td>1.00460</td>
</tr>
<tr>
<td>Conditional BoD model 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>0.81610</td>
<td>0.78317</td>
<td>0.85926</td>
<td>0.85976</td>
</tr>
<tr>
<td>St. Dev.</td>
<td>0.12152</td>
<td>0.12462</td>
<td>0.09462</td>
<td>0.10369</td>
</tr>
<tr>
<td>Min.</td>
<td>0.37727</td>
<td>0.35837</td>
<td>0.51218</td>
<td>0.50158</td>
</tr>
<tr>
<td>Max.</td>
<td>1.01223</td>
<td>1.00977</td>
<td>1.01084</td>
<td>1.00368</td>
</tr>
</tbody>
</table>

More interesting than the traditional $SET_c(y)$-estimates is the conditional model (as discussed in Subsection 3.3) in which we account for the $R$ exogenous factors $Z$ arising from teacher, student and course characteristics. As presented in Table 3 and 4, we estimate three alternative model specifications. Whereas Table 3 reports some descriptive statistics on the efficiency scores, Table 4 describes the influences (favorable or unfavorable to the robust $SET_c(y)$-scores and the corresponding $p$-values) of the exogenous variables $Z$. If we account for exogenous characteristics, the average teacher evaluation score increase. The average teacher could, if he/she would teach in a similar way as his/her best practice teacher, increase his/her overall $SET_c(y \mid Z)$ by 14%.

Table 4: Statistical inference of the BoD estimates

<table>
<thead>
<tr>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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As a first class of variables, consider the impact of the teacher characteristics. In the three model specifications, we observe a favorable and significant impact of pedagogical training on the $SET_c(y \mid z)$ scores. In other words, teachers who followed a pedagogical training receive higher SET scores. Wagenaar (1995) and Nasser et al. (2006) report similar results. Secondly, according to the first model specification, having obtained a PhD has a favorable influence on $SET_c(y)$. The latter observation contrast to previous parametric findings of Cochran et al. (2003) and Nasser et al. (2006). However, the two alternative BoD models find, in line with Chang (2000), an insignificant influence of a PhD degree. Thirdly, guest teachers seem to be less appreciated. This negative association contrasts to previous parametric findings of Aigner et al. (1986) (part-time teachers are rated more favourably) and Cranton et al. (1986), Delany (1976), Chang (2000), Steiner et al. (2006), and Willet (1980) (who found an insignificant effect). Finally, age, gender and experience (more or less than two years experience) do not significantly change the BoD scores (although the insignificant alternative models are not reported here). This is in line with the findings of some previous parametric studies (e.g., Liaw et al., 2003; Ellis et al., 2003; Feldman, 1993). However, as presented in Table 1, some of these studies also obtained opposite results (i.e., positive or negative significant correlations).

As a second class of exogenous variables, consider the influence of student characteristics. Firstly, we observe a significant negative relationship between the mean grade of the class and the SET scores. This indicates that teachers who are grading more generously do not obtain better
students’ evaluations. Although this contrasts to general believes (see Table 1), it can be intuitively explained. Indeed, underperforming teachers may mark more generously to propitiate their students (for a teaching performance of lower quality). Secondly, teachers lecturing for a more heterogenous group of students do not obtain different SET scores (i.e., student heterogeneity has an insignificant effect on SET scores). Whether this result contradicts the findings of Dreeben et al. (1988), Ting (2000), and Perry (1997) is unknown as in none of these studies student heterogeneity was measured by the Gini coefficient of the distribution of the grades. Thirdly, the questionnaire response rate does not have a significant effect on \( SET_y(z) \). This result confirms the finding of Isely et al. (2005), but contradicts the results of Koh et al. (1997) and McPherson (2006) who found, respectively, that the questionnaire response rate is positively and negatively related to the SET scores.

As a third and final class of exogenous variables, we consider two course characteristics: class size and timing of the course (i.e., during daytime or in the evening). Teachers who are teaching in larger classes are evaluated by the students as significantly better. Although this positive association contradicts previous findings in the literature (e.g., Liaw et al., 2003; Koh et al., 1997; Baek et al., 2008; Langbein, 1994; d’Apollonia et al., 1996; and Crittenden et al., 1975; etc.), it is probably an endogenous finding as the school management assigns the largest groups to the (in their opinion) ‘best’ teachers. This confirms previous findings of teachers of relatively larger classes being evaluated more positively (e.g., Chau, 1997; Marsh and Roche, 1997; Marsh and Dunkin, 1992; and Wood et al., 1974). Similar to the findings of DeBerg et al. (1990), Badri et al. (2006) and Hanna et al. (1983), we find that courses taught in the evening are less appreciated by the students. This contradicts general believes. As Table 1 shows, previous studies reported positive associations (Isely et al., 2005 and Cranton et al., 1986) or non-significant correlations (e.g., Husbands et al., 1993, Liaw et al., 1997, etc.).

It is important to note that our study is, due to data constraints, limited for the reason that it does not compute SET scores that are corrected for all background characteristics which, in the literature, have been found to influence teacher performance. As previous research (see, among others, Greenwald and Gilmore, 1997; Marsh and Roche, 2000; Griffin, 2001, 2004; etc.) has
suggested, other variables (e.g., student gender, prior interest in the course, course workload, etc.) might also affect SET scores.

5. Conclusion

To be fair, students’ evaluations of teacher performance (SETs) should be determined solely by the teacher’s actual performance in the classroom, not by other background influences (related to the teacher, the students or the course) which are not under his or her control. Unfortunately, many empirical studies indicated that SET scores capture also the effects of such background factors. This paper has proposed a specially tailored version of the Benefit of the Doubt (BoD) model (which is rooted in the popular non-parametric Data Envelopment Analysis (DEA) approach) to (1) construct SET scores, (2) adjust them for the impact of background variables, and (3) analyze the impact of these variables on the SET scores. In comparison to the common practice of building SET scores as an arithmetic average of the ratings on the questionnaire items and analyzing the impacts of background variables on these scores (only rarely SET scores are actually adjusted for these influences) in separate steps, this approach has several advantages. Firstly, for each teacher under evaluation, the weights on the questionnaire items are chosen in a relative perspective such that the highest possible SET score is realized. Therefore, teachers with one or more low SET scores can no longer blame these poor evaluations to unfair weights. Secondly, the BoD model is flexible to incorporate stakeholder opinion (e.g., teachers, students, experts) in the construction of the SET scores. Clearly, this involvement is beneficial for the credibility and acceptance of the evaluation results. Thirdly, the BoD model is extended to construct robust SET-scores. This advantage is particularly useful as questionnaires may contain some measurement errors or atypical observations. Fourthly, BoD can be further developed to account for several background variables (discrete and continuous) without assuming a separability between the teacher’s performance and these exogenous influences. As a final result, this yields environment adjusted robust and optimal SET scores in line with stakeholder opinion.

To analyze non-parametrically the exact impact (both in terms of direction and size) of the background variables on SET scores, we applied the bootstrap based \( p \)-values of De Witte and
Kortelainen (2008). This is particularly convenient because it allows us to interpret the background factors which create low or high SET scores. The results indicate that, on average, slightly higher ratings are given to teachers who (a) follow a pedagogical training, (b) have a doctoral degree, (c) are only active at the university, (d) are less generously in marking, (e) lecture for larger classes, and (f) lecture during daytime. Alternative examined background characteristics (i.e., teacher age, teacher experience, teacher gender, student inequality, and questionnaire response rate) did not significantly influence the teacher performances.

Both the existence and strength of the relationships between background variables and SET scores varies without doubt with the particular (exogenous) circumstances and conditions. Therefore, it would be interesting for future research to apply the proposed methodology in several evaluation settings to check for recurring patterns in the results. In the same vein, it would be interesting to apply our non-parametric method to the data of previous studies to compare the results. If different results would be obtained, at first sight, the results of our method could be preferred as no \textit{a priori} assumptions are required. Another suggestion would be to expand our study with other background variables that have been found to correlate with SET scores in the literature (e.g., student gender, prior interest in the course, course workload, etc.). Further, although not being a consideration of this paper, we stress the importance of studying the exact mechanisms by which aforementioned background variables influence SET scores in more detail. However, as the literature reports on mixed findings, it is very likely that specifying such mechanisms will turn out to be particularly complex. Or, in the words of Feldman (1998, p. 43): \textit{“In principle, and clearly in practice, the search for the conditions and contexts that determine the existence, strength, direction, and pattern of associations between variables of interest is an on-going search and probably a never-ending one”}.
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